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NATIONALAERONAUTICSANDSPACEADMINISTRATION

MEMORANDUM6-I0-59L

EXPER]]_ENTALINVESTIGATIONOFTHEHEAT-TRANSFERRATE

TOA SERIESOF20° CONESOFVARIOUSSURFACE

FINISHESAT A MACHNUMBEROF4.95

By Jim J. Jones

SUMMARY

The heat-transfer rates were measuredon a series of cones of
various surface finishes at a Machnumberof 4.95 and Reynolds numbers
per foot varying from 20 x 106 to i00 X 106. The range of surface finish
was from a very smoothpolish to smoothmachining with no polish
(65 microinches inns).

Some laminar boundary-layer data were obtained, since transition

was not artificially tripped. Emphasis, however, is centered on the

turbulent boundary layer. The results indicated that the turbulent

heat-transfer rate for the highest roughness tested was only slightly

greater than that for the smoothest surface. The laminar-sublayer

thickness was calculated to be about half the roughness height for the

roughest model at the highest value of unit Reynolds number tested.

INTRODUCTION

Since hypersonic vehicles may encounter flight conditions such that

a large portion of the vehicle's surface will be exposed to the heating

rate of a turbulent boundary layer, it becomes of interest to know what

surface finish is required to avoid increasing the heating rate exces-

sively. In references i and 2, for instance, it was found that at

supersonic speeds the effects of surface finish, or distributed roughness,

on skin friction were similar to those found for the incompressible case

by Nikuradse (ref. 3) some time ago. That is, if the roughness is small

compared with the laminar-sublayer thickness, the turbulent skin-friction

coefficient is the same as for smooth walls. As the average height of

the roughness elements becomes of the same order as the laminar-sublayer

thickness the skin friction departs from the curve for the smooth wall

and very sizable increases in skin friction may result. If some modified

Reynolds analogy holds true for rough surfaces, the heat transfer would



exhibit effects of roughness similar to tho_ of the skin friction.
However, very little information is available on the heat-transfer rate
to rough surfaces, nor has the Reynolds analogy been verified for sur-
faces with roughness.

It is assumedherein that very rough sL_faces are avoided as a
matter of course in the fabrication of high-speed vehicles and that the
range of principal interest extends from a polished surface to a surface
which is obtained by ordinary machining with no polish, or the finish of
stock rolled sheet metal. An ordinary smooth-machinedsurface is taken

designated by the SAEsymbol _-, which has a root-mean-t° be that

square roughness height of about 63 mlcroinches. This range covers the
expected surface finishes of most aircraft exteriors, with the exception
of joints, protrusions, and so forth, which represent a separate cate-
gory of roughness and are not considered herein.

In the present investigation, a series of cones of varying surface
finish were tested at a Machn_nber of 4.95 and heat-transfer measure-
ments were made. For the particular conditions (Machnumber, Reynolds
number, and wall-to-stream temperature ratio) at which the models were
tested, the ratio of height of the average roughness element to the cal-
culated laminar-sublayer thickness had an upper limit of about 2 or 3.
Therefore, the skin-friction coefficient would be expected to be only
slightly greater than for the smoothest model and, assuming that the
Reynolds analogy holds, the effect of roughness on heat-transfer rate
should also be small.

While the unit Reynolds numberencountered in flight would not be
as high as that at which the tests were run, the boundary-layer cooling
rate would, in manycases, be muchgreater, especially for very high
flight speeds. Since the cooling has a thinning effect on the laminar
sublayer, the tests should be in the range of practical interest.

SYMBOLS

Aav

Cp

C w

h

average skin area, equal to refereace volume divided by skin
thickness

external skin reference area

specific heat at constant pressure, Btu/(slug)(OR)

heat capacity of wall material, Bt_/(lb)(°R)

heat-transfer coefficient, Btu/(sec)(sq ft)(OR)



k

M

m

NSt

p/p 

Q

Rk

R x

Rx t

T

Tr

t

V

X

xt

5Z

g

V

measured heat-transfer coefficient uncorrected for normal

conduction effects, Btu/(sec)(sq ft)(°R)

roughness height, ft unless otherwise indicated

Mach number

reference mass of skin

Stanton number, h/pcpV

static pressure on cone divided by free-stream static pressure

quantity of heat transferred per unit time, Btu/sec

roughness Reynolds number,

Reynolds number based on x,

Reynolds number based on xt,

temperature, °R

PkVkk/_k

pVx/_

pVxt/_

recovery (or adiabatic wall) temperature, OR

skin thickness, ft

flow velocity, ft/sec

friction velocity, ft/sec

surface distance from apex, ft unless otherwise indicated

surface distance from fictitious starting point of turbulent

boundary layer, ft

cone half-angle

laminar-sublayer height

viscosity, slugs/(ft) (sec)

kinematic viscosity, W/Q, ft2/sec

density of air, slugs/cu ft



Pw specific weight of skin material, ib/cu ft

time, sec

Subscripts :

e local conditions external to boundary layer

k conditions at distance k from surface

w wall or skin values

A prime denotes conditions evaluated at reference temperature.

MODELSANDTESTAPPARATUS

A cone was selected as the model shape z'or this investigation
because it was desired to conduct the tests <,na body having zero
stresm_ise pressure gradient. A sketch of the model configuration is

shown in figure i. The models were constructed of 17-4 PH stainless

steel and had a skin thickness of 0.060 inch. The nose radius on all

models was about 0.0005 inch.

Four heat-transfer models of varying roughness and one pressure

model were constructed. The pressure model was polished to about

15 microinches. The surface roughness of the heat-transfer models was

controlled by varying the amount of polishin8 after machining. The

smoothest model (model l) was carefully polished until the average

roughness was not greater than 2 microinches, as measured with an

interference microscope. In figure 2, sample interference-microscope

pictures are shown for models 1 and 2. For the wavelength of light

used, a fringe shift equal to the local fringe spacing represents a

change in surface height of 10.75 microinches. The fringes are not

evenly spaced because the surface is curved. Note that there are

dents and scratches quite a bit deeper than the average roughness level,

but they ao not weigh heavily in determining _n average roughness height

because of their scarcity. Model 2 had an av._rage roughness height of

about 7 microinches. Models _ and 4 were too rough to allow measurement

with the interference microscope; therefore, _ profilometer, which

measures the root-mean-square roughness height from the mean line, was

used. The profilometer indicated a root-mean-square roughness height of

15 mlcroinches for model 3 and 65 microinches for model 4. In order to

determine the average peak-to-valley height from the root-mean-square

height, it is necessary to know the shape of _he roughness. If the shape

were sawtooth the ratio of total height to root-mean-square height would

be _-_; if the shape were sinusoidal the ratio would be _. Actually



it was neither, of course. Inspection of model 4 under a microscope
indicated that the roughness elements tended to have rounded peaks and
V-shaped valleys, with an average spacing of about 0.005 inch. Although
knowledge of the form of the roughness elements might help in inter-
preting the present results, this investigation is intended as a study
of the effects of typical machined surfaces rather than of a particular
size or shape of roughness element.

No scratches, dents, or abrasions were detected on any of the models
as a result of the tests.

The heat-transfer models had iron-constantan thermocouples welded to
the inner surface of the skin at the stations indicated in figure 1. The
pressure-distribution model had flush orifices installed at the same
stations.

The tests were conducted in the Langley GasDynamicsBranch in an
axisymmetric Machnumber4.95 blowdownJet which had a 9-inch-diameter
test section. The stagnation temperature of all tests was near 860° R.
Each model was tested at stagnation pressures of 500, 1,O00, 1,500, 2,000,
and 2,500 pounds per square inch. The corresponding free-streamReynolds
numberrange was l_ x lO6 to 75 x lO6 per foot. (Or, based on inviscid
conditions at the surface of the cone, the Reynolds number range was
20 x lO6 to lO0 x lO6 per foot.) The ratio of wall temperature Tw to
local stream temperature Te was about 3 for all tests.

For the heat-transfer runs the Jet was started and brought to
steady operating conditions with the model outside the test section.
Thena plate which covered the test-section opening was lowered and the
test-section door, with the model mounted on it, was injected by a
pneumatic actuator. It has been determined in another experiment that
approximately 0.05 second elapses from the instant the model first begins
to move into the stream until it reaches its test position and steady
flow is established.

The model remained in the airstream only 3 to 5 seconds in most
instances and then was retracted. It was then cooled downto approxi-
mately 75° F before the succeeding run. The data were evaluated at the
instant the model had been in the flow 1 second. The increase in the
model temperature at this time was about 30° F. A brief account of the
procedure for reducing the temperature-time records of the heat-transfer
data is included in the appendix.

The pressure-distribution model remained in its test position
throughout the run and thus was very near adiabatic-wall temperature.

The angle of attack of all tests was 0° ± i °.



RESULTSANDDISCUSSION

Pressure Distribution

The experimentally found distribution of static pressure along the
cone surface is presented in figure 3. The ray of the cone along which
the orifices were located was oriented with respect to the tunnel in the
samemanner as the thermocouple locations on the heat-transfer model.
Rotation of the model on its axis produced nearly identical distributions.
The decreasing pressure near the rear of the model was apparently a tun-
nel effect. For convenience the model was mounted somewhatrearward of
the original test locations, and tunnel calibration data are not avail-
able for this location. While the pressure along the cone is not as uni-
form as is desirable, the pressure gradient is favorable and is not
believed to affect the heat-transfer data seriously. The local stream
Machnumbers indicated in figure 3 are based on the assumption of i sen-
tropic flow behind a Machnumber4.95 conical shock wave.

Heat Transfer

The heat-transfer data for the four model3 are shownin figure 4,
where the Stanton number NSt is plotted against Reynolds number Rx.
The air properties were evaluated for stream conditions just outside the
boundary layer. The Prandtl numberwas taken as a constant, 0.71. The
laminar and turbulent recovery factors, which were not measuredexperi-
mentally, were assumedto be equal to the square root and cube root,
respectively, of the Prandtl number. The turbLlent recovery factor was
assumedfor data in the transition region. Fi!_ure 4 also showsVan
Driest's analytical relations for comparison (i_cef. 4). The laminar
heating rate is predicted very well by the theoretical curve, but the
turbulent data consistently showlower heating rates than the theoretical
values. It appears that the roughest model (model 4) had a slightly
higher turbulent heating rate than the other models, but the apparent
increase was of the sameorder as the scatter _f the data.

A wholly turbulent boundary layer would h_ve been preferable for
comparison with turbulent theory. Since transition was not artificially
induced near the apex in these tests, however, the boundary layer was,
in general, of mixed type, with varying locati _n of the transition
point. For this reason a fictitious leading elge for a wholly turbulent
boundary layer has been calculated, with the m_mentumthickness set
equal to that of the calculated laminar boundary layer at the observed
transition point. In figure 9, the Stanton number for the turbulent
portions of the data for models 1 and 4 is presented as a function of
the Reynolds numberbased on xt, the distance from the fictitious
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leading edge. The results in this form are perhaps somewhat more con-

sistent for various values of unit Reynolds number. However, since

Rxt is always less than Rx, the data are farther from the theoretical

curve. Figure 5(b) indicates that no critical roughness size has been

reached; that is, the data do not diverge at some point from an "--(Rx)-0"2

relation.

It is now pertinent to consider the thickness of the laminar sub-

layer in the turbulent boundary layer as compared with the height of the

roughness elements. In figure 6 the calculated laminar-sublayer thick-

ness for model 4 is presented. This thickness was computed by using the

relation

(See ref. 5.) The temperature at the top of the sublayer was assumed to

be equal to the wall temperature for this calculation.

In order to compare the laminar-sublayer thickness with the rough-

ness size, it is necessary to convert the root-mean-square roughness

size to the total height, peak-to-valley. For model 4, where the root-

mean-square roughness height was 65 microinches, the peak-to-valley

height would be about 225 microinches if a sawtooth profile is assumed,

and about 185 microinches for a sine-wave profile. Thus, for the highest

unit Reynolds number of the investigation, the laminar sublayer was about

one-half the average roughness height. While some effect on heat trans-

fer might be expected for roughness of this size, no large increase would

be anticipated.

The heat-transfer data have also been reduced on a T' basis; that

is, the air properties were evaluated at a reference temperature T',
where

T' : Te + 0.5(Tw - Te) + 0.22(T r - Te)

(See ref. 6.) The resulting parameters NSt' and Rx' are used to

present the data in figure 7. The agreement of these data with the

classical curves for incompressible flow is very similar to the agreement

of the data based on Te with Van Driest's relations (fig. 4).



Effect of Roughnesson _ransition

It is evident in figure 4 that the lo(ation of boundary-layer
transition is nearly constant for models 1 to 3, but that the roughness
of model 4 has promoted earlier transition. Without knowledge of the
size of the largest roughness elements on model 4, however, it is diffi-
cult to interpret the present data.

For an order-of-magnitude estimate, the largest roughness elements
are assumedto be 250 microinches high. The roughness Reynolds number
Rk varies in a manner similar to the following sketch:

Transition
A location

I

x

The lowest unit Reynolds number for which aa appreciable transition

shift was observed was 20 x 106 per foot. (See fig. 4(d).) At point A,

where the roughness-element height is equal to the boundary-layer

thickness, Rk is then about 400. At point B, where the roughness

height is equal to the top of the linear portion of the velocity profile,

Rk _ 53. At the transition point C, the v_lue of Rk is about 2.

The roughness Reynolds number of 400 at point A is slightly smaller

but of the same order as the roughness Reyn)lds number found in refer-

ence 7 to be critical for sandpaper-type ro4_hness at low speeds.

However, in the investigation of reference _3 the lowest values of

critical Reynolds number (about 600) occurred only when the roughness

element was submerged in the linear-velociti_ portion of the boundary

layer, such as point B. It should be point._d out that in reference 7

the criterion for determining the critical _ralue of R k was the detec-

tion of turbulent bursts by means of a hot-_ire anemometer, whereas the

present criterion is a shift in the location of transition as determined

from the heat-transfer data.

CONCLUDING REMA_

An investigation has been made at a Ma_:h number of 4.95 to study

the effects of surface roughness on the hea';-transfer rate to cones
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having roughness levels up to 65 microinches rms. The range of Reynolds

number per foot was from 20 x 106 to i00 x 106 , based on local stream

conditions. Although the average roughness height was, for the extreme

case, about 2 to 3 times the thickness of the laminar sublayer, the

increase in the turbulent heat-transfer rate was small, and of the same
order as the data scatter.

The heating rate could be predicted about equally well by the method

of Van Driest (ref. 4) or by using the classical incompressible relations

and evaluating the gas properties at a reference temperature T' Both

methods tended to overestimate the turbulent heating rate.

Langley Research Center,

National Aeronautics and Space Administration,

Langley Field, Va., March 19, 1959.
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DATAREDUCTION

The thermocouples were connected to an 18-channel recording
oscillograph. As was mentioned previously, the model, which was initi-
ally at room temperature, was immersedsuddenly in the flow and allowed
to remain there for a short time. The data were reduced by reading the
slope dT/dv of each thermocouple and its temperature T for the
instant when the model had been in the tunnel i second. The oscillo-
graph gain and record speed were adjusted so that the slope of the

traces was about 45 ° , the optimum value for reading accuracy.

Now if the temperature of the thermocouple represented the average

temperature of an element of the model skin having mass m, external

area Aw, and heat capacity cw, the heat-transfer rate per unit area

would be given by

Q _ mCw dT (i)

if it is assumed that no heat is lost to the backing material and that

lateral conduction is negligible. The heat-transfer coefficient would
be

h = Q 1

-4

However, a finite temperature gradient exist_ normal to the skin surface,

and since the thermocouple is attached to the: inner surface of the skin

it reads a temperature which is always lower than the average temperature

(since heat is flowing into the model skin). For the models tested, the

correction can be approximated by

= i + o.65 

where hm is the measured value of the heat-transfer coefficient. This

ratio h/h m never exceeds 1.04 for the data presented. This normal-

conduction correction is discussed in more detail in reference 8.
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It can be seen from equation (i) that the ratio of the mass of an
element of the skin to its external area m/Aw must be evaluated. This
can be expressed as OwAavtw/Aw,where Aav is an average area which,
whenmultiplied by the skin thickness tw, gives the volume of an element
having external area Aw. For a flat plate of uniform thickness the
ratio Aav/Aw would, of course, be i. The expression for a cone of
uniform wall thickness is

Aav - i tw
Aw 2x tan

Since, at the instant for which the data were evaluated, the skin
temperature had not varied greatly from its initial value, the tempera-
ture gradients were small and therefore longitudinal conduction effects
were neglected. In reference 9, for instance, the longitudinal conduc-
tion effect was found to be less than ±2 percent for similar tests.

A check showedthat negligible changes in the value of the heat-
transfer coefficient h occurred when the data were evaluated at other
times (1/2 second, 2 seconds, and 3 seconds).

The data are presented in terms of the Stanton number

NSt -
h

Q
Aw

0CpV 0cpV(T r - Tw)

where the laminar and turbulent recovery factors were assumed to be

equal to the square root and cube root, respectively, of the Prandtl

number. The turbulent recovery factor was used for the data in the

transition region.
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(a) Model i.

(b) Model 2. L__9_1901

Figure 2.- Interference-microscope pictuzes of the surface of two

of the models.
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